PykoBoacTBO AAMUHHMCTPAaTOpa

1. OOmue cBeaeHus

Hacrosiiee PykoBoacTBo npegHazHadeHo Jjis nosb3oBareseit cucreMsl (MHTerpatimoHHbIi

CEpBHUC), a UMEHHO, CIIEUATNCTaM TEXHUUYECKOM MOIIEPIKKH.

EnvHCTBEHHBIM BU3YalbHBIM MHTEP(ECcOM CUCTEMBI SBISETCS BU3YyalbHbIE METPUKH U3

graphana - 1OCTyIHa 1O ajpecy:

2. MeTpuku

http://«ansible host»:3000/

WuTerpanuonssiii CepBUC NPEAOCTABISIET CIEAYIOLUINE METPUKU:

smv_transactions_total — cYeT4YHMK TpaH3aKIIHii;

smv_obulists_total - cyeTyuk CrUCcKOB;

smv_errors_total — cueT4uk OmuOOK MO TUIY M BEI3BAHHOMY METOY;
smv_sent_messages total — cyeTyuk OTIpaBICHHBIX COOOIICHHIA,
smv_requests total — cyeT4HK 3ampoCoB;

smv_request time microseconds — Bpemst 00pabOTKH 3arpoca;
process_resident memory bytes — KOJTHMYECTBO PE3UICHTHON NTAMSTH;
process_cpu_seconds_total — npoueccopHoe Bpems;

smv_trx_time_seconds — nar tpanzakuuii 10 B/ Oracle (Cospro);

volo new messages count by receiver — KOJIMYECTBO HOBBIX COOOIIIEHUH B ouepein
3a TIOCJICTHIOK MUHYTY;

volo new_transactions by sender — KOJW4YeCTBO HOBBIX TPAH3AKIIMI B MUHYTY;
volo_delivery problem messages count by receiver — KOJHYECTBO COOOIICHUA,
KOTOPBIE HE YJaJIOCh OTIPAaBHUTh Oosee 4 pas;

volo bad messages count by receiver — KOJIMYECTBO ILTOXUX)» COOOIICHHUI;

sender first response byte time microseconds — BpeMs OTBeTa Ha Tiepeaady
COOOIIIEHMS CO CIIHCKOM;

sender wrote request time microseconds — Bpems Tepeadyd COOOIICHHS CO
CIIFICKOM;

volo pg hanging queries — Bpemst 00paboTku 3ampocoB PostgreSQL.

Bce meTpuku oTpakeHsl Ha rpaduKax.
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Total errors rate
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— db error in main.runSyncTransactions == net error in sender.(*sender).send.funct.1
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— 1 /u2/heart beat = 1 /v2/heart_beat = 643200200 A
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11:00 12:00 1300 14:00 15:00

= 10.0.12222:8090 == 10.0.12.222:8095 = 10.0.12.222:8500

TRX Sync Lag

410 ms

Delivery problem

No data points
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= 643200200 Max: 155 Avg: 155 == 643200301 Max: 8 Avg: 849 ms

j2ftransaction list = 6432003

Cpu usage
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= 10.0.12.222:8090 = 10.0.12.222:8095 ==
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— Avtodor Service provider = M11 section 5

New messages

2018-01-24 16:17:17
=write: 7
—read: 2
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10.0.12.222:8500

New transactions

4:00 15:00 20:00

M4 section 2

Bad messages

No data points

Queries time

14:00 16:00

List message transfer time

21:00

10:00 12:00

14:00 16:00

= 643200200 Max: 186 ms Avg: 136 ms == 643200301 Max: 866 us Avg: 257 ps
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